4

REGARDS

REGARDS

woxx 03102025 | Nr 1856

_

ENERGIEVERBRAUCH VON RECHENZENTREN

~Kunstliche Intelligenz"
befeuert die Klimakrise

Joél Adami

Gigantischer Stromhunger und ein
enormer Wasserverbrauch: Rechen-
zentren fiir KI-Systeme tragen zur
Klimakrise bei. Wie hoch die Emissio-
nen sind, verraten die Tech-Giganten
nicht. Auch in Luxemburg sind
groRe Rechenzentren mit enormem
Stromverbrauch geplant.

Nicht einmal der Grof$herzog kann
sich dem Hype entziehen. So nann-
te der frischgebackene Staatschef E
feiner Antrittsrede _am vergangeneﬂ
Freitaa die sogenannte ,kiinstliche
Intelligenz“ (KI) eine ,grofie technolo-
gische Revolution“. Das taten in dhn-
lichen Worten auch seine Vorredner,
Premierminister Luc Frieden und Par-
lamentsprasident Claude Wiseler (bei-
de CSV). Im Gegensatz zu den beiden
warnte der Monarch jedoch auch vor
den Folgen fir die Umwelt. Ob die seit
drei Jahren heraufbeschworene Tech-
nik-Zeitenwende nun endlich naht
oder sich die hohen Investitionen in
Rechenzentren als Spekulationsblase

Die Situation in Luxemburg

Von der woxx auf Zahlen zum Energieverbrauch von Rechenzentren in
Luxemburg angesprochen verwies das Energieministerium auf den im
Juni erschienenen ,Scenario Report“ des Stromnetzbetreibers ,,Creos®. Zu-
grunde liegt der nationale Energie- und Klimaplan von 2024. Der macht
allerdings keine Angaben zur Entwicklung der Rechenzentren im Grof3-
herzogtum, weshalb Creos eigene Berechnungen zu diesem Thema ange-
stellt hat. Seit 2006 mit der Erfassung des Stromverbrauchs von Rechen-
zentren begonnen wurde, stieg dieser kontinuierlich an, 2023 lag er bei
ungefahr 16,5 Megawatt (MW). Im gleichen Jahr lag der Stromverbrauch
in Luxemburg zu Spitzenzeiten bei 824 MW. Der Bedarf von Rechen-
zentren entspricht also zwei Prozent von dem, was zu Spitzenstunden be-
nodtigt wird. Da der Stromverbrauch in der Regel nicht gleichférmig tiber
den Tag und das Jahr verteilt ist, Rechenzentren jedoch ganztagig laufen,
liegt der Anteil am Stromverbrauch vermutlich noch etwas héher. Aller-
dings nutzen Rechenzentren in Luxemburg laut dem Creos-Bericht nur
ein Drittel der vertraglich zugesicherten Strommenge. In Zukunft wird
der Stromverbrauch jedoch um einiges steigen: Creos sind fiinf grofSe Pro-
jekte bekannt, die zusammen voraussichtlich 365 MW benétigen werden,
zusitzlich sollen noch kleinere Rechenzentren entstehen, die 70 MW be-
notigen. Der Netzbetreiber rechnet damit, dass Rechenzentren in Luxem-
burg bis 2040 zwischen 258 und 418 MW benétigen werden — je nachdem,
wie schnell der Ausbau vonstatten geht. Insgesamt sollen im Jahr 2040 in
der Spitzenzeit am Abend etwa 3200 MW bendétigt werden, die Rechenzen-
tren werden dann bis zu 13 Prozent des Bedarfs ausmachen.

entpuppen werden: Die Auswirkun-
gen auf das Klima und den Wasserver-
brauch sind bereits heute gewaltig.

Anfang April berichtete die bri]
Lische Tageszeitung ,The Guardiani,
dass Elon Musks KI-Firma ,,XAI“ ohne
die dafiir notwendigen behdrdlichen
Genehmigungen Erdgasturbinen zur
Stromerzeugung eingesetzt und so
zur Luftverschmutzung in der US-
Stadt Memphis beigetragen hat. Die
Firma nutzte ein Schlupfloch aus: Sie
setzte mobile Gasturbinen ein, deren
Standort jeden Tag ein wenig verdn-
dert wurde. Dadurch brauchte Musks
Projekt keine Genehmigung. Der Ener-
gieverbrauch des Rechenzentrums, in
dem Berechnungen fiir Musks Chat-
bot ,Grok“ durchgefiihrt werden,
ubersteigt die von der Stadt gelieferte
Energie um ein Vielfaches. Neben dem
gigantischen CO2-Ausstofs durch das
Verbrennen von Erdgas Kkritisierten
Anwohner*innen auch die zusétzliche
Luftverschmutzung in einem ohnehin
schon stark belasteten Stadtteil.

Ein Fall, der die Technologiebran-
che jedoch mitnichten zum Umden-
ken veranlasste. Das Gegenteil scheint
der Fall: Tech-Firmen tberbieten sich
derzeit mit Planen fiir immer gro-
fiere, megalomanische Bauprojekte.
»,ChatGPT“-Entwickler ,OpenAI“ ist
eine Partnerschaft mit dem Grafikkar]
fenproduzenten ,Nvidia“ eingegan;
@. Bei der Umsetzung des Projekts
sollen Rechenchips mit einem gesam-
ten Energieverbrauch von ,mindes-
tens 10 Gigawatt“ zum Einsatz kom-
men, ein Zehntel davon bereits in der
zweiten Jahreshilfte 2026, wie @
[fechnikmagazin Ars Technica berich]
. Spekuliert wird tber von meh-
reren Kernkraft-Reaktoren mit Strom
belieferten, gigantischen Rechenzen-
tren. Unterdessen plant ,Amazon“-
Chef Jeff Bezos gar Rechenzentren in
der Erdumlaufbahn zu betreiben,
Lheise“ Anfang dieser Wochg schrieb.

Diese Nachrichten deuten darauf
hin, dass der Energieverbrauch von
sogenannten KI-Anwendungen in
naher Zukunft enorm steigen wird.
Tatsachlich geht die Internationale
Energieagentur (IEA) davon aus, dass
bis 2030 rund 945 Terrawattstunden
(TWh) Strom durch Rechenzentren

verbraucht werden wird. Das waére
nicht nur eine Verdoppelung, sondern
entspricht auch mehr als dem heutigen
gesamten Stromverbrauch von Japan.
Dieser Anstieg sei zwar nicht allein
dem Energiehunger von KI-System zu
verdanken, werde jedoch mafigeblich
durch diesen befeuert. Aktuell sind Re-
chenzentren insgesamt fiir ungefdhr
anderthalb Prozent des weltweiten
Stromverbrauchs verantwortlich.

Nicht intelligent, aber
energiehungrig

Fir den Kampf gegen die Klimakri-
se ist das Wettriisten der KI-Hersteller
schon lidngst zum Problem gewor-
den: Zwischen 2018 und 2024 haben
sich die CO2-Emissionen von Rechen-
zentren verdreifacht, was m

eitschrift ,MIT Technology Review*
Eurch den Boom von KI-Anwendunéen
. Eine bisher nur als Vorabver

pion vorliegende Studie zu den Emissi;
pbnen von Rechenzentreﬂ gibt an, dass

56 Prozent deren Stromverbrauchs
durch fossile Energien gedeckt werden
und diese fiir etwas mehr als zwei Pro-
zent der gesamten Treibhausgasemis-
sionen der USA verantwortlich sind.
Die meisten Rechenzentren werden
in Bundesstaaten gebaut, die stark auf
fossile Energien wie Erdgas oder auch
Kohle zur Stromerzeugung setzen, wie
beispielsweise Virginia oder Texas.
Deswegen sei der CO2-Fufiabdruck der
US-Rechenzentren im internationalen
Vergleich sehr hoch. Rechenzentren
in Europa benutzen einen weitaus
weniger COz-intensiven Strommix als
jene in den USA. Selbst das sonnen-
verwOhnte Kalifornien, eigentlich als
Oko-Bundesstaat bekannt, erhélt seine
Energie durch einen Strommix, der
nur unwesentlich besser ist als jener
Deutschlands. Das m
ferium rechnet ebenfalls mit einem
Anstiea; 2028 konnten Rechenzentren
bereits bis zu 12 Prozent des gesamten
US-Stromverbrauchs ausmachen.

Der historische Anstieg des Ener-
gieverbrauchs seit 2017 sei eindeutig
auf KI-Anwendungen zurlckzufiih-
ren, meinte ﬂas 2MIT Technology Re;
iew“ im Mai in _einem Artikel, dei
den Stromhunger von sogenannter
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kiinstlicher _Intelligenz _analysiertd.
Das ,Training“ des Large Language
Models (LLM) ,,GPT-4% eine der Kern-
technologien von ,,OpenAl“ habe 50
GWh verbraucht — genug Energie, um
San Francisco, eine Stadt mit ahn-
lich viel Einwohner*innen wie das
Land Luxemburg, drei Tage lang mit
Strom zu versorgen. Allerdings wir-
den nur 10 bis 20 Prozent der gesamt
eingesetzten Prozessorleistung in das
,Iraining“ flieffen. Die sogenannte
HInterference“, also das Benutzen von
KI-Anwendungen wie ,,ChatGPT*, ver-
schlinge den Lowenanteil der Rechen-
power und damit auch des Energie-
hungers. Von den 200 TWh Strom, die
Rechenzentren im vergangenen Jahr
in den USA verbrauchten, seien zwi-
schen 53 und 76 TWh (also zwischen
26 und 38 Prozent) in KI-spezifische
Rechenzentren geflossen, schitzte das
Magazin.

Allerdings handelt es sich bei all
diesen Zahlen um Spekulationen, denn
die grofien Technologiefirmen verof-
fentlichen weder ihre Stromrechnun-
gen, noch geben sie bekannt, wie viel
Energie ihre Programme in der Her-
stellung und im Betrieb verbrauchen.
Hinweise gibt es dennoch: Sowohl
»Google“ als auch ,Microsoft“ haben
angegeben, ihre Nachhaltigkeitsziele
zu verfehlen, weil ihre Treibhausgas-
emissionen gestiegen seien. Beide Fir-
men gaben an, dass der Betrieb von
Rechenzentren daflir verantwortlich

ydurchschnittliche® Anfrage an sei-
nen Chatbot wirde 0,35 Wh ver-
brauchen, etwa so viel wie ein Ofen
in einer Sekunde. Diese Behauptung
wurde jedoch weder mit Zahlen un-
termauert, noch ist sie besonders

aussagekréftig. [Google verlautbartq
fm_August sehr dhnliche Zahlen: Eine

ydurchschnittliche Textanfrage an
»,Gemini“ verbrauchte 0,45 Wh — trotz
vieler Zahlen fehlen
wichtige Kennwerte,

die einen Vergleich ermoglichten. Die

franzosische KI-Firma [;Mistral“ Ver;

sei. tioogle war 2024 mit 3,1 Millionen
EOz—A&uivalenten fiir doﬁﬁelt so hohsg

reibhausgasemissionen wie noch

EOZO verantwortlicl_'l.

Augenwischerei statt echter Zahlen

In pinem Blogpost behaupte]
ke ,OpenAl“Chef Sam Altmar| eine

Der Begriff ,Kiinstliche Intelligenz” verschleiert — wie die ,Cloud” davor - dass es
sich bei diesen Anwendungen um ganz normale Computer handelt, die viel Strom

zum Betrieb brauchen.

ILLUSTRATION:
CCBY 4.0 BECKETT LECLAIR /
HTTPS://BETTERIMAGESOFALORG

pffentlichte im Juli die Resultate einej]
Nachhaltigkeitsanalvsa und bediente

sich dhnlich undeutlicher Vergleiche:
Das Generieren von einer Seite Text
erzeuge Emissionen von 1,14 Gramm
CO2-Aquivalent, was 10 Sekunden
Onlinestreaming entsprdche. In ei-
ner sehr Kklein gedruckten Fufinote
ist zu lesen, dass dieser Wert auf die
USA zugeschnitten sei, in Frankreich
konnte man 55 Sekunden lang strea-
men. Die KI-Firmen versuchen also
nicht nur, ihr Produkt als ,intelligent*
darzustellen, sondern verkaufen ihre
Nutzer*innen mit unsinnigen Verglei-
chen auch fiir dumm: Streaming steht
nicht in Konkurrenz zu KI-Nutzung,
sie  passiert zusdtzlich. Auflerdem
héngt der Energieverbrauch vom Stre-
aming im Wesentlichen davon ab, wie
grofl der Bildschirm ist, auf dem das
Programm geschaut wird. Die Techno-
logiefirmen scheinen in Sachen Ener-
gieverbrauch vor allem auf Verwir-
rung und Ablenkung zu setzen, statt
sich ihrer Verantwortung zu stellen.
, die frei verfiighare LLMs
auf ihren Energiehunger testeten, ka-
men zu dem wenig uberraschenden
Ergebnis, dass grofiere Modelle mehr
Strom verbrauchen als kleinere. Jene
LLMs, die angeblich ,nachdenken,
benétigen besonders viel Energie.
Eine Untersuchung des ,Allen Institu]
kam zu
einem &dhnlichen Schluss und merkt
an, dass der Stromverbrauch mit
der Modellgréfle schnell zunimmt.
Die Forscher*innen vergleichen den
Energieverbrauch beim  Training
verschiedener LLMs mit dem Ener-
gieverbrauch eines US-Haushaltes:
Je nach Grofie des Modells kdme ein

Haushalt zwischen drei Wochen und
83 Jahren aus. Allerdings konnten die
Autor*innen der Studie nur wenige
quelloffene Modelle testen, die LLMs
der grofien Technologiefirmen sind
nicht 6ffentlich zugénglich - tiber ih-
ren Energieverbrauch lasst sich folg-
lich nur spekulieren.

Auch der hohe Wasserverbrauch,
der vor allem fiir die Kihlung der
Rechenzentren anféllt, wird immer
wieder erwdhnt und Kkritisiert. Hierzu
lassen sich noch weniger belastbare
Zahlen finden. Geplante Rechenzen-
tren sorgen jedoch immer ofter fir
Kritik oder gar fiir Proteste. So enga-
giert sich beispielsweise der ,Mouve-
ment écologique“ seit Jahren gegen
das geplante Rechenzentrum von
»,Google“ in Bissen. Wie die Schatzun-
gen des Netzbetreibers ,Creos“ (siehe
Kasten) zeigen, gibt es wohl mehr als
ein Projekt, das den Strom und ver-
mutlich auch Wasserverbrauch in Lu-
xemburg in die Héhe schnellen lassen
wird.

Manche Wissenschaftler*innen se-
hen die ,[ritical Data Center Studieg“
als neues Forschungsfeld, das gerade
im Entstehen ist. Sie fordern andere
Autor*innen auf, bislang wenig beach-
tete Sichtweisen auf Rechenzentren zu
beleuchten und diese ,nicht als neu-
trale technische Objekte, sondern um-
strittene Orte von Macht, Kapital und
Fantasie“ zu sehen.

Am Ende steht die Frage, weshalb
immer noch groffere und noch ener-
giehungrigere Rechenzentren gebaut

werden. Die t;hef*innen der Techno;l
Jogiefirmen im Silicon Valleﬂ haben
jhre ganz eigene Antworﬂ drauf: Nicht

wenige sind davon uiberzeugt, kurz da-
vor zu sein, aus ihren Textgeneratoren
eine tatsdchlich intelligente Maschine
zu entwickeln. Threr Meinung nach sei
der Einsatz gewaltiger Ressourcen zur
Schaffung einer solchen ,Superintelli-
genz“ gerechtfertigt; diese kiimmere
sich dann schon um Eas ;Klimaﬁrob-
Jem* — die Realitdt konnte nicht weif
fer von solchen Fantasmen entfernf
@. Losungen fiir die Klimakrise sind
bereits vorhanden, es mangelt an de-
ren Umsetzung — eine Erkenntnis, fiir
die man ganz sicher keinen Chathot
bendtigt.
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